THE REPRODUCIBILITY CRISIS
“If I have seen further, it is by standing on the shoulders of giants.” - Sir Isaac Newton
To build on previous findings, it helps to know exactly what was done. This not only facilitates understanding the previous study’s results and the methodology, but also it is important for confirmation of its findings.
Computational reproducibility is the ability to take the raw data from a study and re-analyze it to reproduce the final results, including the statistics.
Empirical reproducibility is demonstrated when, if the study is done again by another team, the critical results reported by the original are found again.
Poor Computational reproducibilityThe COVID-19 crisis highlights that
- A more rapid research dissemination system is developing.
   * Preprints. Open access. Open evaluation.
- Data and code essential. Dynamic documents, with executable simulations, allowing change to parameters.
* Ability to do robust analyses that others can check becoming more important.
* Pooling data with others around the world becoming more important.
- Are research students prepared for this?
* Coursework approval process too slow to provide the appropriate training in this changing landscape.


Economics Reinhart and Rogoff, two respected Harvard economists, reported in a 2010 paper that growth slows when a country’s debt rises to more than 90% of GDP. Austerity backers in the UK and elsewhere invoked this many times. A postgrad failed to replicate the result, and Reinhart and Rogoff sent him their Excel file. They had unwittingly failed to select the entire list of countries as input to one of their formulas. Fixing this diminished the reported effect, and using a variant of the original method yielded the opposite result than that used to justify billions of dollars’ worth of national budget decisions. 
A systematic study of economics found that only about 55% of studies could be reproduced, and that’s only counting studies for which the raw data were available (Vilhuber, 2018).
Cancer biology The Reproducibility Project: Cancer Biology found that for 0% of 51 papers could a full replication protocol be designed with no input from the authors (Errington, 2019).
Not sharing data or analysis code is common. Ioannidis and colleagues (2009) could only reproduce about 2 out of 18 microarray-based gene-expression studies, mostly due to lack of complete data sharing. 
Artificial intelligence (machine learning) A survey of reinforcement learning papers found only about 50% included code, and in a study of publications associated with neural net recommender systems, only 40% were found to be reproducible (Barber, 2019).

Poor empirical reproducibility 
Wet-lab biology. Researchers at Amgen reported shock when they were only able to replicate 11% of 53 landmark studies in oncology and hematology (Begley and Ellis, 2012). A Bayer team reported that ~25% of published preclinical studies could be validated to the point at which projects could continue (Prinz et al., 2011). Due to poor computational reproducibility and methods sharing, the most careful effort so far (Errington, 2013), of 50 high-impact cancer biology studies, decided only 18 could be fully attempted, and has finished only 14, of which 9 are partial or full successes.
Social sciences
62% of 21 social science experiments published in Science and Nature between 2010 and 2015 replicated, using samples on average five times bigger than the original studies to increase statistical power (Camerer et al., 2018).
61% of 18 laboratory economics experiments successfully replicated (Camerer et al., 2016).
39% of 100 experimental and correlational psychology studies replicated (Nosek et al.,, 2015).
53% of 51 other psychology studies (Klein et al., 2018; Ebersole et al., 2016; Klein et al. 2014)
Medicine
Trials: Data for >50% never made available, ~50% of outcomes not reported, author-held data lost at ~7%/year (Devito et al., 2020)
CONSEQUENCES
-Research quality is low, with attendant effects on reputation. 
-Science is slower than it should be.
-Politicians cite this as a reason to ignore scientific results (e.g. Bush, Holcombe, et al. 2019).
OPPORTUNITIES
-Action will improve the quality and influence of our research.
-Visible action will improve our reputation.
-Get one step ahead of expectations before they are requirements in funder policies.
-The automation needed for reproducibility will speed our science.


CAUSES (-) and potential university-based FIXES (°)
· Inadequate methods details.
· eNotebooks – build sharing into lab workflow
· Reproducibility checklists
· Inadequate and difficult-to-reproduce analyses
· Literate programming OLEs (RMarkdown, Jupyter, git); builds code sharing into workflow
· Software Carpentry
· Data Carpentry
· Poor training in methodology and statistics, including reproducibility
· Statistics and Methodology OLEs
· Reproducibility OLE
· More collaboration with methodologists and statisticians
· Registered Reports
· ResBaz (Research Bazaar) - festival of research skills and tool sharing
· Hacky hours;  R Ladies
· Journal clubs such as ReproducibliTEA
· Support for reproducibility- or methodology-related seminars in school colloquia
· Bias when analyzing data. E.g., analysis decisions contingent on the data (noise mining).
· Preregistration of method and analysis plans.
· Blind data analysts to group assignment.
· Demands to produce novel results breeds p-hacking and questionable research practices
· Preregistration of method and analysis plans
· Change of promotion policies (see Univ of Glasgow’s “Re-imagining Research Culture”) 
· Low statistical power favours false positives.
· Collaboration to collect bigger datasets – facilitated by contributorship policy
· Poor authentication of biological materials.
· Publication bias
· Registered reports
· Online lab notebooks allow immediate sharing of results
· Preprints
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